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Introduction

Based on some of the theoretical premises [cross-reference to "A developmental theory of intentionality and the sense of being there", J. Nadel, R. Manzotti, G. Sandini] we designed and implemented a neural network based developmental architecture. The goal is to generate a general-purpose system that, with certain limitations, develops following an epigenetic pathway similar to the one observed in human infants. In particular we will analyze how the robotic system can learn to manipulate different types of objects and what sort of multimodal representation emerge when the robot is free to interact with the environment.

The robotic system is shaped as a humanoid. It consists of a head, arm, hand, and it is equipped with vision, audition, proprioception, and touch. The experiments presented here are aimed at validating some of the questions emerged during the investigation on human infants. Our goal was to uncover some of the mechanisms of development by employing a "synthetic methodology" – that is by implementing models of brain functions in searching for the principles that drive human skills. This chapter integrates evidence from various disciplines starting from philosophy of mind through developmental psychology and terminating into a robotic implementation.

Examples of the experiments we have in mind are "learning about object properties", affordances, and uncovering how a multi-modal representation – autonomously developed by the robot – could be used in solving simple cognitive task (e.g. how to grasp a hammer to properly toll a bell).

1. Goals and methods

Presence – the feeling of being there – arises from the integration of multimodal sensory information. We feel present if this information is in accordance with our learned expectations of sensory information.

Experiments in developmental psychology have shown that a prerequisite for developing a normal perception of space and self is active interaction with the environment. Our senses are active rather than passive. Consequently, coherent sensorimotor interaction is an important factor in forming an experience of presence.

Our goals are:

· general-purpose (robotic) system which learns by experience in interaction with world
· uncover some of the mechanisms of development
· study the emergence of perception and the sense of presence

We plan to do this by:

· analysis of the emergent multimodal representations and skills
· comparison with infant experiments

2. Robot design

Body morphology and sensory systems affect how the robot perceives its environment and itself and how the robot interacts with its environment. Our robot is shaped as a humanoid torso with head, arms and hands and is equipped with vision, hearing, proprioception and touch. Anthropomorphic design will make it easier to relate the robotic experiments with studies with human infants. The robot has a modular distributed control architecture which relies on interplay between innate capabilities and inclinations and learning through interaction with the environment.

2.1 Morphology

· Head, neck, shoulders, arms and hands

· Proper choice of morphology and materials facilitates control (e.g. compliant fingers with rubbery surface make picking objects easier)

2.2 Sensors

· Two cameras with two degrees of freedom each

· Two microphones

· Touch sensors embedded in the fingers and palm

2.3 Control architecture

· Early action
· Classical conditioning (predictive control)

· Operant conditioning (reinforcement learning)

· Learning unified sensorimotor representations
· hierarchy of increasingly abstract representations

2.3.1 Early action
Early synergies and sensorimotor loops have a hard-wired and an adaptive part. The hard-wired part guarantees that even before learning the robot engages in meaningful interactions with the world: for examples, before infants manage to inhibit the initial synergy that opens the hand when extending the arm, they cannot properly start grasping objects – while conversely they “manipulate” objects placed in their hands. Clearly, these early actions are also important in guiding the learning of the adaptive part.

The adaptive part of these actions receives inputs from other parts of the control system and uses them to predict the hard-wired part. The movements thus become anticipatory. This corresponds to classical conditioning and is very powerful way of fine tuning and extending the hard-wired behaviors.

The other parts of the control system which provide the raw material for the adaptive part correspond to cortex and cerebellum. The former integrates multimodal information and represents it in various coordinate systems, one corresponding to motor space, making it easier for the adaptive part of the action controllers to utilize the information. The latter system, the cerebellum, provides accurately timed predictions of the actions, likewise making it easy for the adaptive part to use the information.

2.3.2 Reinforcement learning

Not implemented yet. We plan to use a simple actor-critic architecture where those sensori-motor associations are strengthened which led to positive reward. Rewards are internally generated and the main source of reward is perceived novelty. This amounts to curiosity-driven exploration. Once the stimulus becomes familiar, it is no longer rewarding and the robot will find new types of stimuli.

2.3.3 Unified sensorimotor representations

We have developed a hierarchical model which is able to extract behaviorally meaningful, coherent representations from multimodal sensorimotor data. In our case we have visual, auditory, tactile and proprioceptive (motor) stimuli. The model consists of units which process part of the input and learns to extract features. Feature extraction of each unit is guided by a context which consists of the features extracted by other units as well as temporally delayed features of the same unit.

Since one part of the stimuli for the hierarchical feature extraction system correspond to motor signals, these, too, act as the context to other units, say visual and auditory, biasing the extraction of visual and auditory features in a direction which provides information that is useful for the motor system.

3. Experiments

· using multimodal representations to solve simple cognitive tasks

· learning about object affordances e.g. how to grasp a hammer to properly toll a bell

Our experiments are chosen so as to be able to compare with infant experiments. Grasping for instance is an overt behavior that can be measured in infants. We are going to study the prediction of grasp-type but the goal is not the prediction of grasp per se but to verify that the learned representations are behaviorally meaningful.

3.1 Audio-visual speech perception

Some of the infant experiments in our project have been related to the detection of mismatch between auditory and visual speech stimuli. We are running computer experiments (without robot) to study the multi-modal representation developed by watching and listening to videos with speech.

Our hypothesis is that auditory features can guide the development of visual features so that "lip-reading" develops: visual features which reflect the auditory information should be learned.

3.2 Prediction of grasp type

This experiment has to do with object affordances. The robot has some of the early synergies we mentioned above: the fingers close over an object once the object is sensed by the tactile sensors of the palm and fingers. As the fingers enclose the object, the shape of the object is perceived through proprioception. Our hypothesis is that this information is able to teach the visual system to extract the same information: 3D shape of an object.

The quality of the developed representations is tested by evaluating the accuracy of prediction of grasp-type. The motor representation of the object is supposed to be used by the adaptive part of the grasping action.
